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1. Introduction

In [1] we studied the delay differential equation

x′(t) = λ f
(
t, x(t), x(t − 1)

)
, λ � 0, (1.1)

where, given a smooth manifold M ⊆ R
k with boundary (∂-manifold for short), the map f : R × M ×

M → R
k is continuous, T -periodic in the first variable and tangent to M in the second one; that is

f (t + T , p,q) = f (t, p,q) ∈ T p M, ∀(t, p,q) ∈ R × M × M

(T p M ⊆ R
k denotes the tangent space of M at p).

Call T -periodic pair of the above equation a pair (λ, x) such that λ � 0 and x : R → M is a T -
periodic solution of (1.1) corresponding to λ. The set of the T -periodic pairs will be regarded as a
subset of [0,+∞) × CT (M), where CT (M) is the set of the continuous T -periodic maps from R to M
with the metric induced by the Banach space CT (Rk) of the continuous T -periodic R

k-valued maps
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(with the standard supremum norm). A T -periodic pair (λ, x) is called trivial when λ = 0. In this case
x is a constant M-valued map and will be identified with a point of M .

Under the assumptions that M is compact with nonzero Euler–Poincaré characteristic, that T � 1,
and that f satisfies a natural inward condition along ∂M (when nonempty), in [1] we proved the
existence of an unbounded (with respect to λ) connected branch of nontrivial T -periodic pairs whose
closure intersects the set of the trivial T -periodic pairs in the so-called set of bifurcation points. That
result extends an analogous one of the last two authors for the undelayed case (see [4,5]).

The approach followed in [1] consists in applying to a Poincaré-type T -translation operator the
fixed point index theory for locally compact maps on ANRs. To this purpose, the assumption T � 1 is
crucial, since otherwise the compactness of the Poincaré operator fails.

In this work we continue the study of Eq. (1.1) tackling the case 0 < T < 1, and we prove the same
global bifurcation result as in [1] in the more restrictive assumption that M is boundaryless. The
reason of this restriction is due to the fact that, because of the lack of compactness of the Poincaré
operator, when 0 < T < 1 we need the fixed point index theory of Eells and Fournier [3] and Nuss-
baum [7] instead of the classical one. This theory regards eventually condensing C1 maps between
C1-ANRs and cannot be applied when M is a ∂-manifold with ∂M 	= ∅.

2. Preliminaries

Throughout the paper, M will be a compact, boundaryless, smooth manifold embedded in R
k . Let

g : R × M × M → R
k be a continuous map. We say that g is tangent to M in the second variable or, for

short, that g is a vector field on M if g(t, p,q) ∈ T p M for all (t, p,q) ∈ R× M × M , where T p M denotes
the tangent space of M at p.

Given a vector field g : R× M × M → R
k (on M), consider the following delay differential equation:

x′(t) = g
(
t, x(t), x(t − 1)

)
. (2.1)

By a solution of (2.1) we mean a continuous function x : J → M , defined on a (possibly unbounded)
real interval with length greater than 1, which is of class C1 on the subinterval (inf J + 1, sup J ) of J
and verifies x′(t) = g(t, x(t), x(t − 1)) for all t ∈ J with t > inf J + 1.

Given g as above and given a continuous map ϕ : [−1,0] → M , consider the following initial value
problem: {

x′(t) = g
(
t, x(t), x(t − 1)

)
,

x(t) = ϕ(t), t ∈ [−1,0]. (2.2)

A solution of this problem is a solution x : J → M of (2.1) such that J ⊇ [−1,0] and x(t) = ϕ(t) for all
t ∈ [−1,0].

The following technical lemma regards the existence and uniqueness of a persistent solution of
problem (2.2). The proof is standard in the theory of ODEs and can be adapted to the delay case.
Therefore, it will be omitted.

By a C1 map defined on an arbitrary subset X of a Banach space E we mean the restriction of a
C1 map defined on an open subset of E containing X .

Lemma 2.1. Let g be a vector field on M. Then problem (2.2) admits a solution defined on the whole half-line
[−1,+∞).

Assume moreover that g is of class C1 . Then problem (2.2) has a unique solution which depends continu-
ously on data. More precisely, if {gn} is a sequence of C1 vector fields on M which converges uniformly to g and
{ϕn} is a sequence of continuous maps from [−1,0] to M which converges uniformly to ϕ , then the sequence
of the solutions of the initial value problems{

x′(t) = gn
(
t, x(t), x(t − 1)

)
, t > 0,

x(t) = ϕn(t), t ∈ [−1,0],
converges uniformly on compact subsets of [−1,+∞) to the solution of (2.2).
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In the sequel we will need the fixed point index for eventually compact C1 maps between C1-
ANRs. This index has been defined independently by Eells and Fournier [3] and Nussbaum [7] for the
more general class of eventually condensing maps.

Recall that a metric space X is a C s-ANR (s ∈ N ∪ {∞}) if there exist an embedding of class C s of
X in a Banach space E , a neighborhood W of X in E and a retraction r : W → X of class C s . A map
k : X → X is said to be eventually compact if for some n ∈ N the nth iterate kn is compact. Let I be
a compact real interval, and let H : I × X → X be given. Then, H is said to be an eventually compact
homotopy if the map Ĥ : I × X → I × X , defined as Ĥ(λ, x) = (λ, H(λ, x)), is eventually compact.

Let X be a C1-ANR and consider an eventually compact map k : X → X of class C1. Given an open
subset U of X , if the set of fixed points of k in U is compact, the pair (k, U ) is called admissible. Then
(as proved in [3,7]) it is possible to associate to any admissible pair (k, U ) an integer indX (k, U )—the
fixed point index of k in U —which satisfies all the classical properties of the fixed point index theory.
Obviously, in this new theory, the continuity assumption of maps and homotopies is strengthened
by assuming the C1 regularity, and the local compactness is weakened by supposing the eventual
compactness.

As far as we know, the problem whether or not the above theory holds for the merely C0 case is
still open.

3. Branches of periodic solutions

From now on we will adopt the following notation. By C([−1,0], M) we mean the complete metric
space of the M-valued (continuous) functions defined on [−1,0] with the metric induced by the
Banach space C([−1,0],R

k). Given T > 0, by CT (Rk) we denote the Banach space of the continuous
T -periodic maps x : R → R

k (with the standard supremum norm) and by CT (M) we mean the metric
subspace of CT (Rk) of the M-valued maps.

Let f : R × M × M → R
k be a vector field on M which is T -periodic in the first variable. Consider

the following delay differential equation depending on a parameter λ � 0:

x′(t) = λ f
(
t, x(t), x(t − 1)

)
. (3.1)

We will say that (λ, x) ∈ [0,+∞) × CT (M) is a T -periodic pair (of (3.1)) if x : R → M is a T -periodic
solution of (3.1) corresponding to λ. A T -periodic pair of the type (0, x) is said to be trivial. In this
case the function x is constant and will be identified with a point of M , and vice versa.

A pair (λ,ϕ) ∈ [0,+∞) × C([−1,0], M) will be called a T -starting pair (of (3.1)) if there exists
x ∈ CT (M) such that x(t) = ϕ(t) for all t ∈ [−1,0] and (λ, x) is a T -periodic pair. A T -starting pair of
the type (0,ϕ) will be called trivial. Notice that in this case the map ϕ must be constant, being the
restriction of a periodic eventually constant map defined on R.

Clearly, the map ρ : (λ, x) 
→ (λ,ϕ) which associates to a T -periodic pair (λ, x) the corresponding
T -starting pair (λ,ϕ) is continuous (ϕ being the restriction of x to the interval [−1,0]). Moreover, if
f is C1, from Lemma 2.1 it follows that ρ is actually a homeomorphism between the set of T -periodic
pairs and the set of T -starting pairs.

Given p ∈ M , it is convenient to regard the pair (0, p) both as a trivial T -periodic pair and as a
trivial T -starting pair. With this in mind, the restriction of the map ρ to {0} × M ⊆ [0,+∞) × CT (M)

as domain and to {0} × M ⊆ [0,+∞) × C([−1,0], M) as codomain is the identity.
An element p0 ∈ M will be called a bifurcation point of Eq. (3.1) if every neighborhood of (0, p0) in

[0,+∞) × CT (M) contains a nontrivial T -periodic pair (i.e. a T -periodic pair (λ, x) with λ > 0). The
following result provides a necessary condition for a point p0 ∈ M to be a bifurcation point.

Theorem 3.1. (See [1].) Assume that p0 ∈ M is a bifurcation point of Eq. (3.1). Then the tangent vector field
w : M → R

k defined by

w(p) = 1

T

T∫
0

f (t, p, p)dt

vanishes at p0 .
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Our main result (Theorem 3.7 below) provides a sufficient condition for the existence of a bifurca-
tion point in M . More precisely, under the assumption that the Euler–Poincaré characteristic of M is
nonzero, we will prove the existence of a global bifurcating branch for Eq. (3.1); that is, an unbounded
and connected set of nontrivial T -periodic pairs whose closure intersects the set {0}× M of the trivial
T -periodic pairs. Observe that, CT (M) being bounded, a global bifurcating branch is necessarily un-
bounded with respect to λ. In particular, the existence of such a branch ensures the existence of a
T -periodic solution of Eq. (3.1) for each λ � 0.

As already pointed out, C([−1,0], M) is a closed subset of the Banach space C([−1,0],R
k) and,

therefore, can be regarded as a metric space. Moreover, it is known that C([−1,0], M) is a smooth
infinite-dimensional manifold (see e.g. [2]), and it is not difficult to prove (see e.g. [3]) that it is a
C1-ANR as well. In fact, it is a C1 retract of the open subset C([−1,0], U ) of C([−1,0],R

k), U ⊆ R
k

being a tubular neighborhood of M . We stress that this argument fails if M is a ∂-manifold with
∂M 	= ∅ since, in that case, M cannot be a C1 retract of an open subset of R

k .
For simplicity, from now on, the metric space C([−1,0], M) will be denoted by X .
Suppose, for the moment, that f is C1 (this assumption will be removed in Theorem 3.7). Given

λ � 0 and ϕ ∈ X , consider in M the following delay differential (initial value) problem:

{
x′(t) = λ f

(
t, x(t), x(t − 1)

)
, t > 0,

x(t) = ϕ(t), t ∈ [−1,0]. (3.2)

Denote by α0 the unique solution of problem (3.2), ensured by Lemma 2.1. Given λ ∈ [0,+∞), con-
sider the Poincaré-type operator

Pλ : X → X

defined as Pλ(ϕ)(s) = α0(s + T ), s ∈ [−1,0]. The next lemmas regard some crucial properties of Pλ .

Lemma 3.2. (See e.g. [1].) The fixed points of Pλ correspond to the T -periodic solutions of Eq. (3.1) in the
following sense: ϕ is a fixed point of Pλ if and only if it is the restriction to [−1,0] of a T -periodic solution.

Lemma 3.3. Assume that 0 < T < 1. Then, the map P : [0,+∞) × X → X, defined by (λ,ϕ) 
→ Pλ(ϕ), is of
class C1 .

Proof. Given λ � 0 and ϕ ∈ X , consider the following (undelayed) Cauchy problem:

{
x′(t) = λ f

(
t, x(t),ϕ(t − 1)

)
, t ∈ [0,1],

x(0) = ϕ(0).
(3.3)

Define the operator S : [0,+∞) × X → C([0,1], M) by S(λ,ϕ) = x, where x is the unique solution of
problem (3.3). Then, it is not difficult to check that P can be defined in an equivalent way as

P (λ,ϕ)(s) =
{

ϕ(s + T ), −1 � s � −T ,

S(λ,ϕ)(s + T ), −T � s � 0,

where (λ,ϕ) ∈ [0,+∞) × X and s ∈ [−1,0].
To prove that P is of class C1, we embed the metric space [0,+∞) × X into the Banach space

R× C([−1,0],R
k). It is enough to show that P is the restriction of a C1 map P̃ : R× C([−1,0],R

k) →
C([−1,0],R

k).
Since the vector field f is C1, it admits a bounded global extension f̃ : R × R

k × R
k → R

k of
class C1. To construct such a global extension notice first that, since f is C1, it is the restriction of a
C1 map f1 defined on an open set U1 ⊆ R × R

k × R
k containing R × M × M . Let now B be an open

ball in R
k containing the compact set f (R× M × M)—recall that f is T -periodic in the first variable—

and set U2 = f −1
1 (B) ⊆ U1. Then, the restriction f2 = f1|U2 of f1 to U2 is a bounded C1 extension
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of f . Now, to extend the domain of f2 to the whole space, consider a C1 map g : R
k → R

k which
coincides with the identity on f (R × M × M) and vanishes outside a compact set K ⊆ B containing
f (R × M × M). Define f̃ : R × R

k × R
k → R

k by

f̃ (t, p,q) =
{

g( f2(t, p,q)), if (t, p,q) ∈ U2,

0, if (t, p,q) /∈ f −1
2 (K ).

It is easy to see that this construction provides the desired bounded global C1 extension of f .
Given λ ∈ R and ϕ ∈ C([−1,0],R

k), consider the following Cauchy problem:

{
x′(t) = λ f̃

(
t, x(t),ϕ(t − 1)

)
, t ∈ [0,1],

x(0) = ϕ(0).
(3.4)

Define the extension S̃ : R× C([−1,0],R
k) → C([0,1],R

k) of S by S̃(λ,ϕ) = x̃, where x̃ is the unique
solution of problem (3.4). We claim that S̃ is of class C1. To see this, observe that x̃ solves the
following integral equation:

x(t) = ϕ(0) + λ

t∫
0

f̃
(
τ , x(τ ),ϕ(τ − 1)

)
dτ , t ∈ [0,1].

Defining the operator T : C([0,1],R
k) × R × C([−1,0],R

k) → C([0,1],R
k) as

T (x, λ,ϕ)(t) = ϕ(0) + λ

t∫
0

f̃
(
τ , x(τ ),ϕ(τ − 1)

)
dτ ,

the above equation can be written equivalently as

x − T (x, λ,ϕ) = 0, x ∈ C
([0,1],R

k). (3.5)

Thus, S̃(λ,ϕ) is the unique element in C([0,1],R
k) satisfying the condition

S̃(λ,ϕ) − T
(

S̃(λ,ϕ),λ,ϕ
) = 0.

Now, by the Implicit Function Theorem, to prove that S̃ is C1 it is sufficient to show that the Fréchet
derivative of the map

x 
→ x − T (x, λ,ϕ)

is an isomorphism. That is, it is enough to prove that, given (x, λ,ϕ) satisfying (3.5), the linear map

I − ∂1 T (x, λ,ϕ) : C
([0,1],R

k) → C
([0,1],R

k)
is an isomorphism (where I denotes the identity and ∂1 the derivative w.r.t. the first variable). Con-
sider now the equation

(
I − ∂1 T (x, λ,ϕ)

)
v = 0, v ∈ C

([0,1],R
k),



P. Benevieri et al. / J. Differential Equations 246 (2009) 1354–1362 1359
that is

v(t) = λ

t∫
0

∂2 f̃
(
τ , x(τ ),ϕ(τ − 1)

)
v(τ )dτ , t ∈ [0,1].

This is equivalent to the linear Cauchy problem

{
v ′(t) = λ∂2 f̃

(
t, x(t),ϕ(t − 1)

)
v(t), t ∈ [0,1],

v(0) = 0

which has only the trivial solution. Thus, the Fredholm alternative implies that the operator I −
∂1 T (x, λ,ϕ), being injective, is surjective as well. Hence S̃ is C1, as claimed.

Define now

P̃ : R × C
([−1,0],R

k) → C
([−1,0],R

k)
as

P̃ (λ,ϕ)(s) =
{

ϕ(s + T ), −1 � s � −T ,

S̃(λ,ϕ)(s + T ), −T � s � 0,

where (λ,ϕ) ∈ R × C([−1,0],R
k) and s ∈ [−1,0]. Observe that the restriction of P̃ to [0,+∞) × X

coincides with P . Let us show that P̃ is C1. To this end, consider the linear (and hence C∞) operators

Θ0 : C
([−1,0],R

k) → C
([−1,−T ],R

k) defined by Θ0(ψ)(s) = ψ(s + T )

and

Θ1 : C
([0,1],R

k) → C
([−T ,0],R

k) defined by Θ1(ψ)(s) = ψ(s + T ).

Moreover, define the (C∞) gluing operator G : C([−1,−T ],R
k) × C([−T ,0],R

k) → C([−1,0],R
k) as

G(y1, y2)(s) =
{

y1(s), s ∈ [−1,−T ],
y2(s) + y1(−T ) − y2(−T ), s ∈ [−T ,0].

Then, P̃ can be obtained by combining the operators defined above in the following way:

P̃ (λ,ϕ) = G
(
Θ0(ϕ),Θ1

(
S̃(λ,ϕ)

))
.

This shows that, since S̃ is C1, so is P̃ . Hence, P is C1 as well. This completes the proof. �
We observe that one could prove, with a more involved argument, that the operator P is still of

class C1 even in the case T � 1. However, this fact will not play any role in this paper.
Before stating the next lemma, we introduce the following notation. Given a continuous map

x : [−1,+∞) → M , we will denote by x̂ the restriction of x to the interval [−1,0].

Lemma 3.4. If nT � 1, then the map (λ,ϕ) 
→ Pn
λ(ϕ) is locally compact, where Pn

λ denotes the nth iterate
of Pλ . Thus, the map (λ,ϕ) 
→ (λ, Pλ(ϕ)) is eventually locally compact.
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Proof. Fix (λ,ϕ) ∈ [0,+∞) × X and denote by α0 the unique solution of problem (3.2). For any
integer n � 1, define

αn(t) = αn−1(t + T ) = α0(t + nT ), t ∈ [−1,+∞).

Let us show, by induction, that for any n ∈ N we have Pn
λ(ϕ) = α̂n . Indeed, for n = 0 we have P 0

λ(ϕ) =
ϕ = α̂0. Assume that Pn−1

λ (ϕ) = α̂n−1, and consider Pn
λ(ϕ) = Pλ(Pn−1

λ (ϕ)) = Pλ(α̂n−1). Notice that if
t ∈ [−1,0] we have αn−1(t) = α̂n−1(t) by definition and, if t > 0, we have

α′
n−1(t) = α′

0

(
t + (n − 1)T

)
= λ f

(
t + (n − 1)T ,α0

(
t + (n − 1)T

)
,α0

(
t + (n − 1)T − 1

))
= λ f

(
t,αn−1(t),αn−1(t − 1)

)
.

That is, the function αn−1 is the (unique) solution of the initial value problem

{
x′(t) = λ f

(
t, x(t), x(t − 1)

)
, t > 0,

x(t) = α̂n−1(t), t ∈ [−1,0].

Consequently, Pλ(α̂n−1)(s) = αn−1(s + T ) = αn(s) for any s ∈ [−1,0]. Hence, Pλ(α̂n−1) = α̂n as
claimed.

Choose now n ∈ N such that nT � 1. Then, Pn
λ(ϕ)(t) = α̂n(t) = α0(t + nT ) for any t ∈ [−1,0]. De-

note C = max{| f (t, p,q)|: (t, p,q) ∈ [0, T ]× M × M}. Recalling that α0 is the solution of problem (3.2),
since nT � 1, we have |α′

0(s)| � λC for any 0 � nT − 1 � s � nT .
Hence, given b > 0 and (λ,ϕ) ∈ [0,b] × X , the derivative of the function Pn

λ(ϕ) is dominated by
bC , and this implies our assertion by Ascoli’s Theorem. �

The following Lemma 3.5 regards the existence of an unbounded connected branch of nontrivial
T -starting pairs for Eq. (3.1) which emanates from the set of the trivial T -starting pairs.

Since we identify M with the subset of X of the constant maps, {0} × M will be regarded as a
subset of [0,+∞) × X .

Lemma 3.5. Let M be a compact boundaryless manifold with nonzero Euler–Poincaré characteristic, and let f
be a C1 vector field on M which is T -periodic in the first variable. Then, Eq. (3.1) admits a connected branch
of nontrivial T -starting pairs whose closure in the set of the T -starting pairs is not compact and intersects
{0} × M.

Proof. We distinguish two different cases.
(T � 1) In this case the operator P is locally compact and the result can be found in

[1, Lemma 4.5].
(0 < T < 1) Let

Σ = {
(λ,ϕ) ∈ [0,+∞) × X: (λ,ϕ) is a T -starting pair of (3.1)

}
.

If we prove that Σ is locally compact, then the result follows with exactly the same proof as in
[1, Lemma 4.5] applying the Eells–Fournier–Nussbaum fixed point index instead of the classical index.
To this end, fix n ∈ N with nT � 1 and set

Σn = {
(λ,ϕ) ∈ [0,+∞) × X: Pn

λ(ϕ) = ϕ
}
.
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Observe that Σn is locally compact as a consequence of Lemma 3.4. Moreover, on the basis of
Lemma 3.2, Σ coincides with the set

{
(λ,ϕ) ∈ [0,+∞) × X: Pλ(ϕ) = ϕ

}
which is a closed subset of Σn . Hence, the assertion follows. �

In Theorem 3.7 below, which deals with T -periodic pairs instead of T -starting pairs, the vector
field f is assumed to be merely continuous. The result regards the existence of a global bifurcating
branch of nontrivial T -periodic pairs, which, CT (M) being bounded, must be unbounded with respect
to λ.

The proof is the same as in Theorem 4.6 of [1] and will be given for the reader’s convenience.
The following topological lemma is needed.

Lemma 3.6. (See [6].) Let K be a compact subset of a locally compact metric space Z . Assume that any compact
subset of Z containing K has nonempty boundary. Then Z \ K contains a connected set whose closure is not
compact and intersects K .

Theorem 3.7. Let M be a compact boundaryless manifold with nonzero Euler–Poincaré characteristic, and let
f be a vector field on M, T -periodic in the first variable. Then, Eq. (3.1) admits an unbounded connected set of
nontrivial T -periodic pairs whose closure meets the set of the trivial T -periodic pairs.

Proof. The proof will be divided into two steps. In the first one f is assumed to be C1 (so that
Lemma 3.5 applies) and in the second one f is merely continuous.

Step 1. Assume that f is of class C1. Let Γ ⊆ [0,+∞) × CT (M) denote the set of the T -periodic
pairs of (3.1) and Σ ⊆ [0,+∞) × X the set of the T -starting pairs (of the same equation). Let A ⊆ Σ

be a connected branch of nontrivial T -starting pairs as in the assertion of Lemma 3.5. As already
pointed out, the map ρ :Γ → Σ , which associates to any T -periodic pair (λ, x) the corresponding
T -starting pair (λ,ϕ), is a homeomorphism. Moreover, the restriction of ρ to {0} × M ⊆ Γ as domain
and to {0}× M ⊆ Σ as codomain is the identity. Thus, the subset ρ−1(A) of Γ is connected, it is made
up of nontrivial T -periodic pairs, and its closure in Γ is not compact and meets the set {0} × M of
the trivial T -periodic pairs. One can easily check that Γ is closed in [0,+∞)× CT (M) and, because of
Ascoli’s Theorem, any bounded subset of Γ is relatively compact. Hence, ρ−1(A) must be unbounded
and its closure in Γ is the same as in [0,+∞) × CT (M).

Step 2. Suppose now that f is continuous. We apply Lemma 3.6 with {0} × M in place of K and
with Γ in place of Z . Here, as in the previous step, Γ denotes the set of the T -periodic pairs of (3.1).
As already pointed out, Γ is a closed, locally compact subset of [0,+∞) × CT (M).

Assume, by contradiction, that there exists a compact set Γ̂ ⊆ Γ containing {0} × M and with
empty boundary in the metric space Γ . Thus, Γ̂ is also an open subset of Γ and, consequently,
both Γ̂ and Γ \ Γ̂ are closed in [0,+∞) × CT (M). Hence, there exists a bounded open subset W of
[0,+∞) × CT (M) such that Γ̂ ⊆ W and ∂W ∩ Γ = ∅.

Let now { fn} be a sequence of C1 vector fields on M , T -periodic in the first variable, and such that
{ fn(t, p,q)} converges to f (t, p,q) uniformly on [0, T ] × M × M . Given any n ∈ N, let Γn denote the
set of the T -periodic pairs of the equation

x′(t) = λ fn
(
t, x(t), x(t − 1)

)
.

Since W is bounded and contains {0} × M , the previous step implies that for any n ∈ N there exists a
pair (λn, xn) ∈ Γn ∩ ∂W . We may assume λn → λ0 and, by Ascoli’s Theorem, xn(t) → x0(t) uniformly.
Since {λn fn(t, p,q)} converges to λ0 f (t, p,q) uniformly on [0, T ] × M × M , x0(t) is a T -periodic solu-
tion of the equation

x′(t) = λ0 f
(
t, x(t), x(t − 1)

)
.
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That is, (λ0, x0) is a T -periodic pair of (3.1) and, consequently, (λ0, x0) belongs to ∂W ∩ Γ , which is
a contradiction. Therefore, by Lemma 3.6 one can find a connected branch B of nontrivial T -periodic
pairs of (3.1) whose closure in Γ (which is the same as in [0,+∞)× CT (M)) intersects {0}× M and is
not compact. Finally, B cannot be bounded since, otherwise, because of Ascoli’s Theorem, its closure
would be compact. This completes the proof. �

We close this paper with an example illustrating how our main result applies. In this example M
is a (two-dimensional) sphere in R

3.

Example 3.8. Consider the following system of delay differential equations:

⎧⎨
⎩

x′
1(t) = −x2(t)x3(t − 1),

x′
2(t) = x1(t)x3(t − 1) − x3(t) sin(ωt),

x′
3(t) = x2(t) sin(ωt).

Let us show that for any ω > 0 this system has a 2π
ω -periodic solution lying on the unit sphere S2

of R
3. Let f : R × S2 × S2 → R

3 be defined by

f (t, p,q) = (−p2q3, p1q3 − p3 sin(ωt), p2 sin(ωt)
)
,

where p = (p1, p2, p3) and q = (q1,q2,q3) belong to S2. Clearly, f is a vector field on S2 which is
2π
ω -periodic with respect to t ∈ R. We need to prove that the equation

x′(t) = λ f
(
t, x(t), x(t − 1)

)
admits a 2π

ω -periodic solution (on S2) for λ = 1. This is a consequence of Theorem 3.7, since
χ(S2) = 2.
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